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Abstract 

Face presentation attack detection (PAD) in unconstrained conditions is one of the key issues in 
face biometric-based authentication and security applications. In this paper, we propose a 
perturbation layer — a learnable pre-processing layer for low-level deep features — to enhance 
the discriminative ability of deep features in face PAD. The perturbation layer takes the deep 
features of a candidate layer in Convolutional Neural Network (CNN), the corresponding hand-
crafted features of an input image, and produces adaptive convolutional weights for the deep 
features of the candidate layer. These adaptive convolutional weights determine the importance of 
the pixels in the deep features of the candidate layer for face PAD. The proposed perturbation layer 
adds very little overhead to the total trainable parameters in the model.We evaluated the proposed 
perturbation layer with Local Binary Patterns (LBP), with and without color information, on three 
publicly available face PAD databases, i.e., CASIA, Idiap Replay-Attack, and OULU-NPU 
databases. Our experimental results show that the introduction of the proposed perturbation layer 
in the CNN improved the face PAD performance, in both intra-database and cross-database 
scenarios. Our results also highlight the attention created by the proposed perturbation layer in the 
deep features and its effectiveness for face PAD in general. 
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1. Introduction 1 

The recent surge in the deployment of face recognition based access control in electronic 2 
devices has raised serious concerns regarding potential security breaches in these electronic 3 
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devices. While the accuracy of face recognition based approaches [1], [2], [3], in classifying 4 
different individuals based on their facial attributes, have been remarkably improved; face 5 
recognition based systems adopted for access control are highly vulnerable to face-spoofing 6 
attacks, also known as face Presentation Attacks (PA) [4]. Without face Presentation Attack 7 
Detection (PAD) (also known as face liveness detection and face antispoofing) support, an intruder 8 
can easily outwit a face recognition based access control system by merely using a printed 9 
photograph of a genuine user’s face [5]. To make matters worse, the availability of, and easy access 10 
to, social media platforms like Facebook, WeChat, Instagram, as well as development in high-end 11 
digital cameras and printers, have made it easy to obtain realistic face portraits of any individual. 12 
As a result, it gets easier to gain illegal access to the individual’s tangible or intangible assets via 13 
face-spoofing [6]. Therefore, the inclusion of face PAD support, in conjunction with face 14 
recognition systems, for access control in electronic devices, has become indispensable.  15 

Face PA can be broadly classified into three main types: printed photo-based face PA, video 16 
display based face PA, and 3D mask-based face PA [7]. While the former two face PA can be 17 
easily produced using off the shelf printers and portable display devices; the production of 3D 18 
mask-based face PA is expensive and require more expertise in producing the realistic 3D facial 19 
face of a genuine user. Fig.1 shows examples of real faces and corresponding face PA from CASIA 20 
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Fig.  1. (a) Examples of real faces and fake faces in CASIA database. The first 2 face images in the first row and 3rd face 
image in the second row are real face images, while the rest are fake face images. (b) Examples of real faces and fake 
faces in Reply-Attack database. The first and the 5th  face images in the first row are real, while the rest are fake face 
images. 

 



[8] and Replay-Attack [9] face the anti-spoofing database. As shown in Fig.1, given no further 21 
information, it is difficult to classify whether these face images are the representations of a genuine 22 
face or face PA. However, after extracting some facial features from each face image, we can 23 
distinguish between a real face and a particular face PA. These facial features vary from hand-24 
crafted features to learnable or deep features. Common examples of hand-crafted features utilized 25 
for face anti-spoofing are Histogram of Oriented Gradients (HOG) [10], Local Binary Patterns 26 
(LBP) [11], [12], Shearlet [13], [14], optical flow (OF) [15], Discrete Cosine Transform (DCT) 27 
[16], and Redundant Wavelet transforms [17]. On the other hand, deep features utilized for face 28 
anti-spoofing have been obtained from deep neural networks, such as deep convolution neural 29 
networks (CNN) [18].  30 

In the recent decade, a multitude of state-of-the-art face PAD methods and algorithms have 31 
been proposed to detect face PA. While most of these methods have either utilized hand-crafted 32 
features-based or deep features-based classifiers, a parallel line of research has been drawn by 33 
combining hand-crafted features and deep features for solving the face PAD problem. In these 34 
approaches, the hand-crafted features are utilized as auxiliary supervision of a classification model, 35 
or the hand-crafted features and deep features are fused at the last layer of the CNN for face PAD. 36 
In general, the supervision of classification models, like CNN, by utilizing the combination of 37 
hand-crafted features and deep features have demonstrated remarkable improvement in the 38 
performance of face PAD [19]. To this end, the hand-crafted features can be utilized as auxiliary 39 
supervision, or the hand-crafted features and deep features can be utilized in combination to 40 
generate new features or attention maps for supervising a classification model, like CNN, for face 41 
PAD [12].  42 

Our work is different from the early feature fusion [20] and late feature fusion frameworks 43 
proposed for face PAD [19]. In general, the early feature fusion frameworks first concatenate the 44 
input image and its different feature representations (HOG, LBP, OF) as input to the CNN or deep 45 
models for face PAD [15,20]. These frameworks assume that the different representations of the 46 
input image contain enough discriminative information that can be learned by the deep models for 47 
face PAD. However, the different representations of the input image are often designed to cover a 48 
specific range of scenarios in the face PAD. Additionally, the early layer in the CNN model 49 
performs weighting on the pixels of the input image and its different representations, respectively, 50 
before feeding its output to the next layer. As a result, the early layer in the CNN or deep models 51 
may give lower priority to the pixels in the original image and high priority to the other 52 
discriminative representations. While these methods may perform remarkably well in intra-53 
database scenarios (because the hand-crafted features are designed for such scenarios), their 54 
performance drops significantly in adverse scenarios. The late feature fusion frameworks 55 
concatenate different features obtained from the CNN or deep models before performing final face 56 
PAD classification. While these methods have performed remarkably well in different face PAD 57 
scenarios, they may increase the computational cost of the final PAD classifiers as different models 58 
need to be trained to obtained various deep representations before the final classification stage. 59 



Different from the previous works, we propose to induce the information of the hand-crafted 60 
features into the deep features of a candidate layer in CNN using a perturbation layer. This work 61 
is inspired by the Perturbative Neural Networks (PNN) [21]. However, our perturbation layer is 62 
different from the perturbation layer proposed in [21]. Our perturbation layer takes the deep 63 
features of the candidate layer in CNN, the corresponding LBP features (or other hand-crafted 64 
features in general) of the input image, and produces adaptive convolutional weights based on the 65 
joint information of the hand-crafted and the deep features of the candidate layer. These adaptive 66 
convolutional weights are then multiplied with the deep features of the candidate layer to amplify 67 
or attenuate the intensity of each pixel in the deep features of the candidate layer. The modified 68 
deep features are then served as an input to the remaining CNN layers for face PAD. In our 69 
preliminary work [22], we only evaluated the effectiveness of HOG features in perturbing 70 
convolutional features for face PAD. In this paper, we investigate the subject thoroughly by 71 
introducing LBP features, extracted from both grayscale and color images, for perturbing deep 72 
feature maps. We further provide comprehensive experimental analysis of the proposed method 73 
for face PAD, analyzing the effectiveness of the proposed method in various challenging face anti-74 
spoofing scenarios. We further show that the introduction of hand-crafted features in CNN further 75 
strengthens the discriminative regions and introduce attention in convolutional-feature maps.  76 

Extensive experimental results on three public face anti-spoofing databases, CASIA [8], Idiap 77 
Replay-Attack [9], and OULU-NPU [23], show excellent generalization ability of the proposed 78 
method in face PAD. In general, we show that the proposed method can be as effective as the state-79 
of-the-art frame-level face PAD approaches, or it can further improve the performance of the state-80 
of-the-art frame-level face PAD methods. One more advantage of our proposed method is the 81 
utilization of a small number of parameters (approximately 0.1M), which makes our proposed 82 
method lightweight and suitable for the resource-constrained application. Further, the proposed 83 
method combines hand-crafted features and deep features into one architecture using the 84 
perturbation layer that accounts for only 50-75 parameters approximately. This further reduces the 85 
requirement of Siamese or Triplet architectures for fusing the information from hand-crafted 86 
features and deep features. The main contributions of this paper are as follows: 87 

1) We propose a novel approach to combine hand-crafted features and deep feature maps in a 88 
CNN in an end-to-end learning fashion. We find that the proposed method enhances the 89 
discriminative ability of deep features in face PAD.  90 

2) We utilize LBP features, with and without color information, with deep features to learn 91 
adaptive convolutional weights, also called perturbative weights, for perturbing candidate layer 92 
features for face PAD. 93 

3) We provide comprehensive experimental analysis on three publicly available face anti-94 
spoofing databases and discuss the pros and cons of the proposed method in various face PAD 95 
scenarios. The proposed method performs comparatively better in the category of models that 96 
utilizes combined hand-crafted and deep features in face PAD. 97 



4) Compared with other deep learning-based methods, the proposed CNN based method embeds 98 
the RGB face data and corresponding hand-crafted features into one architecture while being 99 
lightweight and computationally efficient.  100 

The rest of this paper is organized as follows: In Section 2, we review state-of-the-art methods 101 
proposed in the face PAD domain using fixed feature-based classifiers and CNN classifiers. The 102 
details of the proposed approach are presented in Section 3. The experimental setup and the 103 
description of the face anti-spoofing databases are presented in Section 4, and evaluation and 104 
discussion of the proposed approach are presented in Section 5. An additional discussion section 105 
summarizing the experimental results and the pros and cons of the proposed method is provided 106 
in Section 6. Finally, the paper concludes with a conclusion and future work in Section 7. 107 

 108 

2. Literature Review 109 

In recent years, a wide range of state-of-the-art techniques has been developed for face PAD. 110 
Taking the context of this paper into consideration, we make a division of these state-of-the-art 111 
face PAD techniques into three categories, i.e., hand-crafted features-based face PAD approaches, 112 
deep CNN based face PAD approaches and combined hand-crafted and deep CNN based face PAD 113 
approaches. 114 

2.1.  Hand-crafted features-based face PAD 115 

Face PAD utilizing hand-crafted features have been extensively studied in the literature. The 116 
core idea behind the utilization of hand-crafted features for face PAD is to explore the liveness 117 
cues in the face image by either utilizing the texture [24], [25], motion, or spectral reflectance 118 
properties of the face image. If the liveness cues existed in the face image, the face image was 119 
considered as live otherwise PA. Commonly used hand-crafted features for detecting liveness cues 120 
in the face image were HOG [10], LBP [26], [27] LPQ [28] , Shearlet [15], and their variants. 121 
Additionally, the transformation of RGB color space to other color domains, such as HSV, YCbCr, 122 
and features describing image quality, such as specular reflections and blurriness was also explored 123 
in literature for face PAD [29], [30], [31], [32] [33]. Other cues-based face PAD methods exploited 124 
motion cues, such as eye blinking, lips movement, Moir� patterns, and optical flow for detecting 125 
whether the given face sequence was live or face PA [34], [35], [36] [37], [16]. 126 

2.2. CNN-based face PAD 127 

Because the features learned by CNN are more dynamic in contrast to hand-crafted features, 128 
recent works utilized CNN classifiers for face PAD [38]. For example, in [39], a 3 layer CNN 129 
network was utilized for fingerprint, iris, and face PAD that achieved remarkable accuracy in intra-130 
database face PAD scenarios on Replay-Attack and 3D-MAD database. Rather than training a 131 
CNN from scratch, the authors in [40], selected the discriminative feature maps from different 132 
layers of well-known VGG-Net [41] and then utilized PCA for dimensionality reduction and an 133 



SVM classifier for classifying whether the input face image was real or face PA. In [42], the 134 
authors utilized AlexNet [18] with different data-augmentation techniques for face PAD. LSTM 135 
(Long Short Term Memory)-CNN architecture was proposed by [43], to learn the spatial-temporal 136 
structure from face sequences fed to the CNN for face PAD. Similarly, in [44], the authors utilized 137 
3D-CNN architecture with spatial and gamma correction based augmentations and Maximum 138 
Mean Discrepancy (MMD) loss for face PAD. A dictionary-based approach was utilized by [45] 139 
to face PAD. In [46], the face-depth and face-patches like eyes, nose, mouth, and eyebrows were 140 
utilized along with CNN for face PAD. Two CNN were utilized: one for classification of face-141 
patch and second for obtaining the face depth map from the input face image. The output face 142 
depth map was then fed to an SVM classifier, and a score-level fusion strategy was used to improve 143 
the face PAD rate. The authors, in [47], proposed to detect face PA by supervising a CNN based 144 
architecture by exploiting various noise patterns in the input face imaage. In [48], the authors 145 
proposed to map the existing RGB, YCbCr, and HSV into a learned color like space model for 146 
face PAD.  147 

2.3. Combined Hand-crafted and CNN-based face PAD 148 

In [49], a Spatio-temporal representation was first obtained from the input RGB face images 149 
by computing the energy representation in each color channel. These face images in Spatio-150 
temporal representation were then fed to CNN to detect the liveness of face. Similarly, in [15], 151 
Shearlet based feature descriptors, face optical-flow map, and scene optical-flow map were utilized 152 
for training a deep auto-encoder for face PAD. Recently, a combination of hand-crafted features 153 
such as LBP and the features produced by CNN were utilized by [50] for face PAD task. Extensive 154 
experiments were performed using feature-level and score-level fusion to analyze the performance 155 
of the proposed method for face PAD. In [19], the authors proposed to train a CNN using a depth 156 
map and rPPG signals supervision for face PAD. In [20], the authors proposed LBP-net for 157 
classification of the live face and face PA. Their method utilized CNN with LPB feature maps 158 
computed from a grayscale image. Similarly, [51], [12] proposed to extract the LBP features from 159 
convolutional feature maps for face PAD.  160 

 161 

 162 

3. Methodology 163 

The proposed pipeline for face PAD is shown in Fig.2. As depicted in Fig.2, the convolutional 164 
feature maps of the candidate convolutional layer, “Conv1”, with input image IRGB and the 165 
corresponding ILBP features, are first concatenated using the concatenation layer “[.]”, and 166 
subsequently fed to the custom-designed perturbation layer “Convp.” The perturbation layer first 167 
computes the adaptive perturbative weights “!"

#”, followed by perturbing “Conv1” layer’s feature 168 
maps “!$” using “!"

#” to generate %&. Afterward, the output %& of the perturbation layer is passed 169 
through the rest of CNN for face PAD. 170 



3.1. Design of Perturbation Layer 171 

Suppose that the input face image to CNN is represented by	()*+ , and the corresponding LBP 172 
features are represented as ILBP. Additionally, let the feature maps of candidate convolution layer 173 
is represented as	!$. In this work, we select the first convolutional layer in the proposed CNN. To 174 
learn adaptive perturbative weights, we first concatenate each ,-&convolutional feature map .$,0 of 175 
candidate convolutional layer	!$ with ILBP, as shown in Fig.3. The combination of LBP images and 176 

convolutional feature maps resulted in a hybrid tensor Fh : 177 

1& = {4$&, 4"&,… , 40&, … , 46&}         (1) 178 

40& = [.$,0, (9+:]									, = 1,2,… , >		        (2) 179 

Each ,-&  element of the hybrid tensor 1& is then convolved with the shared weight matrix ?@and 180 
passed through the sigmoid activation	A. We represent the output of this convolution layer as	!"

#: 181 

!"
# = {.",$

# , .","
# ,… , .",0

# , … , .",6
# }        (4) 182 

.",0
# = AB?@ ∗ 40&D              (5) 183 

.",0
# (F, G) = AB∑ ∑ JK@(F − >, G −M).$,0(F, G) +	JK@(F − >, G − M)	(9+:(F, GO

P
Q
6 )D (6) 184 

As depicted in Fig.3, each of the ,-&	element of convolutional feature maps !"
# is represented by a 185 

weighted combination of corresponding elements of ,-&  convolutional feature map	.$,0 and	(9+:. 186 
The convolutional weights ?@ = {JK@,JK@} are learnable weights that are optimized while training 187 
the proposed CNN using backpropagation. After obtaining the feature maps	!"

#, we calculated the 188 
Hadamard product between the feature maps of !$ and !"

# to obtain the perturbed feature maps	%&: 189 

 
Fig.  2. Generalized pipeline of the proposed method for face liveness detection 

 



%& = {R$&, R"&, … , R0&, … , R6&}         (7) 190 

R0& = .$,0 ×	.",0
#           (8) 191 

Rewriting equation (7) reveals some salient information about the perturbation layer: 192 

R0& = .$,0 × 	AB∑ ∑ JK@(F − >, G −M).$,0(F, G) +	JK@(F − >, G −M)	(9+:(F, GO
P

Q
6 )D  (9) 193 

It can be concluded from equation (9) that each element in the ,-&  convolutional feature map .$,0	is 194 
perturbed by the information extracted from the local region, say 5×5 patch, of the ,-&  feature 195 
map	.T,0, and the LBP features	(9+:. This provides certain advantages. For example, it enables the 196 
integration of RGB face image features and corresponding LBP image features into one 197 
architecture, which would otherwise require Siamese or triplets CNN for each input image. Further, 198 
each pixel in the ,-&  convolutional feature map	.$,0 of the candidate convolution layer is scaled by 199 
taking into the weighted neighborhood information around that pixel in 	.$,0  and 	(9+: . This 200 
determines which discriminative pixels in the	,-&  convolutional feature map	.$,0  of candidate 201 
convolutional layer should retain its original value and which discriminative pixels should be 202 
down-weighted, according to the information obtained from adaptive perturbative weights	.",0

# . 203 

This is analogous to introducing attention in the convolution feature maps.  204 

3.2. CNN architecture and training 205 

The architecture of the proposed method has been shown in Fig. 2. The proposed CNN 206 
consists of 8 convolutional layers except for the perturbation layer. All convolutional layers, except 207 

 

Fig.  3. Pipeline for generating the ,-& adaptive perturbative weights	.",0 , and corresponding	,-&	perturbed convolutional-
feature maps	R0& 

 



the perturbation layer, are followed by Batch Normalization (BN) and Rectified Linear Unit 208 
(ReLU). Additionally, the convolutional layer 6, 7, and 8 takes the outputs of convolutional layer 209 
2, 3, and 4, respectively. Subsequently, the outputs of convolutional layer 2, 3, and 4 are 210 
concatenated with convolutional layer 5, followed by Global Average Pooling (GAP) that averages 211 
all the features maps of the convolutional layer 5, 6, 7, and 8 and produces an 8 element feature 212 
vector. This 8 element feature vector is then fed to a fully-connected layer with a two-way softmax 213 
classifier for face PAD. Since GAP has no parameter to learn, a direct relationship can be 214 
established between the convolutional layers and output of softmax. We further used a dropout of 215 
0.2 after each max-pooling layer and l2 regularization factor of 0.0005 in each convolution layer 216 
except for the perturbation layer. The total number of trainable parameters in the proposed CNN 217 
is 99,000, of which the perturbation layer has only 50-75 trainable parameters.  218 

The proposed system was trained for a total of 30 epochs. The initial learning rate was set to 219 
0.01, which was reduced by a factor of 0.5 after every 2 epochs. The batch-size was set to 32. 220 
Before feeding the training data to the proposed CNN, samples in the training data were randomly 221 
shuffled and normalized. The proposed network took approximately 3 to 4 hours to train on GTX 222 
1080 GPU. Each epoch took approximately 11 minutes to 15 minutes, depending upon the data 223 
size and input image resolution. Also, most of the time was taken by online batch-wise 224 
computation of LBP from the input batch of RGB images. 225 

3.3. Visualizing the class activation maps of C1 and perturbation layer 226 

The perturbed feature maps %&  represent scaled versions of the candidate layer feature 227 
maps	!$. To further visualize the information induced by perturbing the convolutional features 228 
maps !$ with perturbative weights	!"

#; we visualize the discriminative regions selected by the 229 
candidate convolution layer and the perturbation layer for classifying an input face image being 230 
live or face PA. For this purpose, we took a sample of real face images and samples of face PA 231 
from OULU-NPU database, and generated the class activation maps (CAM) of the candidate 232 
convolution layer and perturbation layer. This serves two purposes. First, it helps to determine the 233 
discriminative facial regions selected by the candidate layer in the input face image. Second, it 234 
helps to determine scaling performed by the perturbation layer of the discriminative facial regions 235 
selected by the candidate layer. To generate the CAM from the candidate layer and the perturbation 236 
layer, we followed the procedure defined in [52]. Fig.4 shows the sample of real face image and 237 
corresponding samples of face PA, the corresponding CAM obtained from the candidate layer, and 238 
the corresponding CAM obtained from the perturbation layer. Comparing the CAM of the live 239 
face with the face PA, we can see that, for a particular class (real or face PA), the perturbation 240 
layer has further enhanced (in case of live face) or down-weighted (in case of face PA) the 241 
discriminative regions selected by candidate convolution layer, and utilized by the proposed CNN 242 
for classifying an input face image as being live or fake. For example, in the case of the live face 243 
image, as shown in Fig.4 (first column), the perturbation layer focuses more on the eyes, nose, and 244 
mouth region of the input face image, whereas for the case of face PA, it down-weights those 245 



regions. Thus, we can clearly see that the perturbation layer generate attention in the feature maps, 246 
by retaining or down-weighting the elements of feature maps, for supervising the rest of the CNN 247 
layers for classifying an input face image being live or face PA. 248 

4. Experimental Setup: 249 

For our experimental analysis, we considered three public face PAD databases: CASIA-FASD 250 
[8], Replay-Attack [9], and OULU-NPU [23]. A brief introduction of these databases and the 251 
metrics used for evaluation of the proposed method have been given in the following sub-sections. 252 

4.1. CASIA-FASD 253 

This video face PAD database contains 50 subjects with 3 face PA types, i.e., display medium 254 
attack, cut photo-attack, and printed photo-attack. The training set consists of 20 subjects, while 255 
the testing set consist of 30 subjects. Additionally, each category of face PA and real access was 256 
produced in 3 different imaging qualities, i.e., low quality, normal quality, and high quality. 257 

4.2. Idiap Replay-Attack 258 

This video face PAD database also contains 50 subjects with 3 face PA types, i.e., printed photo 259 
attack, iPad display attack, and mobile display attack. Additionally, two different illumination 260 
conditions were provided, i.e., controlled and adverse. The training set and development set 261 
contain 60 real access and 300 face PA videos, and the test set contains 80 real access and 400 262 
attack videos. 263 

4.3. OULU-NPU 264 

This video face PAD database contains 55 subjects with 2 PA types, i.e., printed and display that 265 
were captured under 3 different illumination conditions and background scenes. The overall 266 

 
 
Fig.4. Samples of face images from OULU-NPU face anti-spoofing database and corresponding CAM of candidate 
convolution layer (2nd Row) and perturbation layer (3rd Row). The first column represents the live face while the rest of the 
columns represent face PA. 
 



training set and overall test set contain 20 subjects, while the overall development set contains 15 267 
subjects. In addition, there are 4 protocols to test the generality of face PAD method under varying 268 
scenarios, like illumination, face PA types, various camera types, and their combination [23]. 269 

4.4. Evaluation Metrics 270 

We evaluated the performance of the proposed method using Equal Error Rate (EER), Half Total 271 
Error Rate (HTER), and the Attack Presentation Classification Error Rate (APCER), Bona Fide 272 
Presentation Classification Error Rate (BPCER), and Average Classification Error Rate (ACER) 273 
[4]. In general, APCER = FAR, BPCER=FRR, and ACER=HTER. The only difference between 274 
these metrics is that: in APCER, BPCER, and ACER, the worst-case scenario for each face PA is 275 
considered. For intra-database evaluation, we employed the APCER, BPCER, and their average, 276 
ACER metric. For cross-database evaluation, we utilized HTER value. Since HTER is threshold 277 
dependent, the threshold computed at EER point on the development set, or training set, such as 278 
in the case of CASIA database, is used to calculate HTER on the database under consideration. 279 
We utilized the evaluation protocol defined in [19] for OULU-NPU, Idiap Replay-Attack, and 280 
CASIA database. Since we also provided cross-database performance among the databases utilized 281 
in this work, we provide the intra-database and cross-database results on the overall development 282 
and test databases. 283 

 

5. Experimental Results and Discussion 284 
 285 

5.1. Effect of kernel size in the perturbation layer 286 

The kernel size is an essential hyper-parameter in the design of the proposed perturbation layer. 287 
Before performing any evaluation using the proposed CNN configuration, we first analyze the 288 
utilization of different kernel window sizes in the perturbation layer and its effect on face PAD in 289 
general. For this purpose, we utilized the overall training, development, and test set of OULU-290 
NPU database. We evaluated the kernel sizes of 1 × 1, 3 × 3, 5 × 5, and 7 × 7 in the perturbation 291 
layer and reported the results in Table 1. It can be seen in Table 1 that using a 5 × 5 kernel size in 292 
the perturbation layer results in the lowest ACER of 3.89% on the overall OULU-NPU test set. 293 
Further increasing the kernel size from 5 × 5 deteriorates the performance of the proposed system 294 

 
Table 1 Face liveness detection performance in % of the proposed method by using different kernel 

sizes in generating perturbed feature maps 

Kernel 
size 

OULU-NPU (development) OULU-NPU (test) 

 BPCER  APCER  ACER BPCER  APCER  ACER  
1 × 1 6.32 1.61 3.96 7.04 3.65 5.35 
3 × 3 4.70 1.13 2.92 6.31 2.95 4.63 
5 × 5 5.06 1.27 3.16 5.81 1.97 3.89 
7 × 7 5.56 1.37 3.46 7.97 3.02 5.50 

 



in face PAD task. Therefore, for the rest of our analyses, we present the performance of the 295 
proposed method using 5 × 5 kernel size in the perturbation layer. 296 

5.2. Effectiveness of perturbation layer for face PAD 297 

To show the effectiveness of utilizing the perturbation layer in CNN for face PAD, we trained 298 
the CNN with and without perturbation layer on the first 2 protocols of OULU-NPU database. The 299 
first protocol of the OULU-NPU database evaluates the performance of face PAD method under 300 
unseen environmental conditions, while the second protocol evaluates the performance of face 301 
PAD methods against face PA created with different PA mediums, like printers and display. These 302 
two protocols are sufficient to select the best configuration for the rest of the two challenging 303 
protocols in the OULU-NPU database.  304 

We performed analysis by incorporating a different combination of color spaces and their 305 
corresponding LBP features in the perturbation layer. For example, the IRGB + ILBP_G denotes the 306 
utilization of the LBP image (in the perturbation layer) extracted from the grayscale version of the 307 
IRGB. On the other hand, the IRGB +ILBP_C denotes the utilization of the LBP image extracted from 308 
each color channel of the IRGB. Further, we also performed analysis by perturbing the deep feature 309 
maps with the LBP image extracted from each channel of HSV and YCRCB color spaces, while 310 
feeding the face image in these colorspaces as an input to the proposed CNN.  311 

Table 2 shows the face PAD performance of the proposed CNN on Protocol 1 and Protocol 2 312 
of the OULU-NPU database [23]. As it can be seen in Table 2, without using the perturbation layer, 313 
we obtained an ACER of 18.96% and 16.81% on Protocol 1 and Protocol 2, respectively. The use 314 
of perturbation layer with IRGB + ILBP_C significantly reduced the ACER to 7.81% and 13.13% on 315 
Protocol 1 and Protocol 2. In comparison, the use of perturbation layer with IRGB + ILBP_G obtained 316 
the ACER of 22.92% and 14.17% on Protocol 1 and Protocol 2. From these results, it can be 317 

Table 2 Face liveness detection performance in % of the proposed CNN with and without perturbation layer on Protocol 1 
and Protocol 2 of OULU- NPU database 

 Input 
 

Dev Test 
 
EER 

Print Display Overall 
APCER APCER APCER BPCER ACER 

 Protocol 1 
w/o perturbation layer IRGB 1.13 1.88 4.17 4.17 33.75 18.96  
 
w/ perturbation layer 

IRGB + ILBP_G 1.46 1.67 1.04 1.67 42.92 22.92 
IRGB + ILBP_C 1.62 2.71 2.71 2.71 12.92 7.81 
IHSV + ILBP_C 1.08 10.42 9.79 10.42 11.67 11.04 
IYCRCB + ILBP_C 1.49 1.46 0.21 1.46 20.83 11.15 

 Protocol 2 
w/o perturbation layer IRGB 1.55 9.17 26.25 26.25 7.36 16.81 
 
w/ perturbation layer 

IRGB + ILBP_G 1.19 18.19 23.61 23.61 4.72 14.17 
IRGB + ILBP_C 1.72 22.5 23.75 23.75 2.50 13.13 
IHSV + ILBP_C 1.44 20.83 32.92 32.92 2.08 17.50 
IYCRCB + ILBP_C 1.84 28.61 17.78 28.61 6.53 17.57 

 

 

 



inferred that on average, the utilization of IRGB + ILBP_C provides better performance compared to 318 
IRGB + ILBP_G and other color spaces.  319 

5.3. Performance on all 4 protocols of OULU-NPU database 

We further compared the performance of the proposed method with the baseline method 320 
proposed in the IJCB competition [53], [54] in Table 3. We found significant improvement of the 321 
proposed method over the baseline method. It should be noted that our proposed method performs 322 
the face PAD at frame level as opposed to other state-of-the-art methods that also incorporate video 323 
sequence-based methods. Particularly in protocol 4, the proposed method obtained an ACER of 324 
20.42 ± 11.00 % compared to the baseline that obtained an ACER of 26.3±16.9%. It can be further 325 
observed in Table 3, that IRGB + ILBP_G did not perform well compared IRGB + ILBP_C, particularly in 326 
challenging scenarios, such as protocol 4. This suggested that the utilization of each color channel 327 
information is necessary for face PAD under varying scenarios. 328 

5.4. Intra-database performance on CASIA and Idiap Replay-Attack database 

We also evaluated the performance of the proposed method on the two commonly used face 329 
PAD benchmarks, namely CASIA, and Idiap Replay-Attack database. Table 4 shows the results 330 
of the proposed method for each database. As can be seen in Table 4, the introduction of the 331 
perturbation layer in CNN significantly improved the results in intra-database test scenarios. In the 332 
case of CASIA database, the introduction of the perturbation layer improved the performance in 333 
the test set by reducing the ACER from 1.73% to 0.23%. In the case of Replay-Attack database, 334 
the proposed method improved the performance in the test set by reducing the ACER from 2.07% 335 
to 1.06%. Comparing results, of without using the perturbation layer and using perturbation layer, 336 
in Table 4, we further observe the IRGB + ILBP_G provide better performance on both CASIA and 337 
Idiap Replay-Attack database compared to IRGB + ILBP_C. Nevertheless, the proposed architecture 338 

 
Table 3 Face liveness detection performance in % of the proposed method with the baseline on OULU- NPU database 

Protocol Dev Test 
 

EER 
Print Display Overall 

APCER APCER APCER BPCER ACER 
 Baseline 
1 4.4 1.3 5.0 5.0 20.8 12.9 
2 4.1 22.5 15.6 22.5 6.7 14.6 
3 3.9±0.7 11.8±10.8 9.3±4.3 14.2±9.2 8.6±5.9 11.4±4.6 
4 4.7±0.6 22.5±38.3 19.2±17.4 29.2±37.5 23.3±13.3 26.3±16.9 
 Proposed (IRGB + ILBP_G) 
1 1.46 1.67 1.04 1.67 42.92 22.92 
2 1.19 18.19 23.61 23.61 4.72 14.17 
3 0.86±0.27 6.25±8.59 10.56±10.72 15.00±9.53 20.28±19.36 17.64±8.69 
4 1.61±0.45 5.00±12.25 12.5±16.96 15.83±18.28 57.5±40.71 36.67±14.80 
 Proposed (IRGB + ILBP_C) 
1 1.62 2.71 2.71 2.71 12.92 7.81 
2 1.72 22.5 23.75 23.75 2.50 13.13 
3 1.8±0.13 9.17±6.71 9.17±8.05 13.47±6.57 8.33±9.19 10.90±2.13 
4 2.02±0.27 17.5±14.75 13.33±11.69 23.33±13.66 17.5±15.73 20.42±11.00 

 



still achieved relatively better performance compared to the result obtained without using 339 
perturbation layer. It must be noted that in the CASIA and Idiap Replay-Attack database, the 340 
training data and testing data differ only by the number of subjects, while the environmental 341 
conditions such as illumination, and the various face PA types are nearly same. Therefore the 342 
results obtained in Table 4 only represents an upper bound on the performance of the proposed 343 
PAD method in intra-database scenarios. 344 

5.5. Performance in cross-database face PAD scenarios 

We evaluated the generalization of the proposed method across the three face PAD databases, 345 
namely OULU-NPU, CASIA, and Idiap Replay-Attack database, in cross-database setup. Table 5 346 
shows the results of the proposed method for each cross-database test scenarios. It can be seen in 347 
Table 5 that the proposed method, using IRGB + ILBP_C in the perturbation layer and trained with the 348 
CASIA database has obtained better performance on Idiap Replay-Attack and OULU-NPU 349 
database by lowering the HTER to 8.95% and 30.31%. Similarly, the proposed method trained on 350 
Idiap Replay-Attack database, using IRGB + ILBP_C as an input, obtained the ACER of 22.82% and 351 
9.24% on CASIA and OULU-NPU database. In the case of OULU-NPU database, the IRGB + ILBP_G 352 
and IRGB + ILBP_C obtain comparative results. Nevertheless, we still found that the utilization of the 353 
perturbation layer with LBP features improved the performance of face liveness detection in cross-354 
database scenarios as well.  355 

5.6. Comparison with state-of-the-art face PAD databases 356 

 We further compared the performance of the proposed method with state-of-the-art face PAD 357 
approaches both in intra-database and cross-database scenarios on CASIA and Idiap Replay-358 
Attack databases. Table 6 shows the intra-database performance of the proposed method compared 359 
with state-of-the-art face PAD approaches, based on EER and HTER metric. For intra-database 360 
performance comparison, we compared the performance of our proposed method with the 361 

 
Table 4 Face liveness detection performance in % of the proposed method with and without perturbation layer on 

CASIA and Idiap Replay-Attack database in intra-database scenarios 

 BPCER APCER ACER BPCER APCER ACER 
 CASIA 
 Development Test 

IRGB - - - 2.13 1.33 1.73 
IRGB + ILBP_G - - - 0.33 0.12 0.23 
IRGB + ILBP_C - - - 11.67 3.87 7.77 

 Replay Attack 
 Development Test 

IRGB 4.72 0.95 2.84 1.26 2.89 2.07 
IRGB + ILBP_G 3.02 0.60 1.81 1.73 0.38 1.06 
IRGB + ILBP_C 7.32 1.45 4.38 6.94 3.34 5.14 

 

 



following state-of-the-art face PAD approaches: LBP-TOP [25], LBP+LDA[27], multi-cue 362 
integration (MCI) [15], Image Distortion Analysis (IDA) [30], Spoof-Net [39], DP-CNN [40], 3D-363 
CNN+MMD [44], DDGL [45], Patch-CNN [46], Learned color space[48], LBP-Net [12], Ultra-364 
deep CNN [55], SPMT + SSD [56], color texture [57]. As can be seen in Table 6, the proposed 365 
method significantly lowered down the HTER on Idiap Replay-Attack database, and the EER on 366 
the CASIA database, in intra-database scenarios. From Table VI, it can be noticed that the 367 
approach proposed in [56] performs much better than our proposed method on the Idiap-Replay 368 
Attack database. However, the complexity of their method is comparatively high and required 369 
several stages of feature extraction without utilizing end-to-end learning when using CNN with 370 
hand-crafted features. In contrast, our proposed method utilized only a single CNN with a 371 
perturbation layer with end-to-end learning, which has obtained comparative results with the work 372 
in [56], while being computationally efficient. 373 

In cross-database scenarios, we perform comparison with the following state-of-the-art approaches: 374 
LBP-TOP[25] , color texture [57], visual-codebook [58], Videolet aggregation [59], domain 375 
adaption [60], De-spoof [47], Auxiliary [19], deep dynamic textures [61], DDGL [45], GFA-CNN 376 
[62], STASN [63]. We summarized these results in Table 7. It can be seen in Table 7 that the 377 
proposed method obtained a significantly lower HTER of 24.37% on CASIA and 20.38% on Idiap 378 
Replay-Attack database using IRGB+ILBP_G. However, using color LBP in the perturbation layer 379 
achieved much better results on Idiap Replay-Attack database by achieving significantly lower 380 
HTER of 8.95%, whereas on CASIA database it achieved comparative performance by obtaining 381 

Table 5 Face liveness detection performance in % of the proposed method on state-of-the-art face anti-spoofing 
databases in cross-database scenarios 

Train set Test set Input HTER  
 
 
 

CASIA 
 

 
Idiap Replay Attack 

IRGB 19.22 w/o perturbation 
IRGB + ILBP_G 20.38 w/ perturbation 
IRGB + ILBP_C 8.95 

 
OULU-NPU 

IRGB 32.58 w/o perturbation 
IRGB + ILBP_G 31.70 w/ perturbation 
IRGB + ILBP_C 30.31 

 
 

Idiap Replay Attack 

 
CASIA 

IRGB 23.75 w/o perturbation 
IRGB + ILBP_G 24.37 w/ perturbation 
IRGB + ILBP_C 22.82 

 
OULU-NPU 

IRGB 14.82 w/o perturbation 
IRGB + ILBP_G 12.60 w/ perturbation 
IRGB + ILBP_C 9.24 

 
 
 

OULU-NPU 

 
CASIA 

IRGB 37.5 w/o perturbation 
IRGB + ILBP_G 9.76 w/ perturbation 
IRGB + ILBP_C 10.45 

 
Idiap Replay Attack 

IRGB 41.67 w/o perturbation 
IRGB + ILBP_G 9.19 w/ perturbation 
IRGB + ILBP_C 10.06 
 



HTER of 22.82%. Nevertheless, the proposed method significantly improved the state of the art in 382 
cross-database scenarios.  383 

The current state-of-the-art hand-crafted and CNN based face PAD techniques have shown great 384 
success in on various protocols of the OULU-NPU database. We further compared the 385 
performance of the proposed method with these state-of-the-art methods in IJCB [54] competition 386 

 
Table 6 Performance comparison in % HTER of the proposed method with state-of-the-art face anti-spoofing methods in 

intra-database tests 

Type Method CASIA Replay Attack 
 

Hand-crafted 
LBP-TOP [25] 10.0 7.60 
LBP+LDA [27] 21.01 19.62 

IDA [30] 12.97 7.41 
Color texture [57] 2.1 2.8 

 
 
 

CNN 

Ultra-deep CNN [55] 1.00 1.03 
Patch-CNN [46] † 4.44 0.72 

DP-CNN [40] 4.55 5.78 
Spoof-Net [39]  - 0.75 

DDGL [45] 1.3 0 
3D CNN+ MMD [44] † 1.2 1.40 

Learned color space [48] † - 0.70 
Proposed (IRGB ) 0.77 1.31 

Hand-crafted +CNN MCI [15] † 5.83 0 
LBP-Net [12] 2.5 1.3 

SPMT + SSD [56] 0.04 0.06 
Proposed (IRGB + ILBP_G) 0.09 0.30 
Proposed (IRGB + ILBP_C) 2.91 1.97 

† Utilized video-sequence as opposed to frame-level 
 

Table 7 Performance comparison in % HTER of the proposed method with state-of-the-art face anti-spoofing methods in 
cross-database tests 

Type Method CASIA
* 

Idiap Replay 
Attack** 

 
Hand-crafted 

LBP-TOP [25] 60.6 49.7 
Color texture [57] 37.70 30.30 

Visual codebook [58] 50.0 34.38 
Videolet aggregation[59] † 44.6 35.4 

 
CNN 

FaceDs [47] 41.1 28.5 
Deep dynamic texture [61] † 35.0 22.2 

GFA-CNN [62] 34.3 21.4 
STASN [63] † 25.0 18.7 

DDGL [45] 27.4 22.8 
Hand-crafted + CNN Auxiliary [19] † 28.4 27.6 

Domain adaption [60] † 36.0 27.4 
Proposed (IRGB+ILBP_G) 24.37 20.38 
Proposed(IRGB+ILBP_C) 22.82 8.95 

* Train set: Replay Attack 
** Train set: CASIA 
† Utilized video-sequence as opposed to frame-level 

 



such as Baseline, GRADIANT, CPqD and NWPU, and recent CNN based techniques such as 387 
STASN [63], GFA-CNN[62], FaceDs [47], DeepPixBis [64] and Auxilary [19]. Compared to these 388 
methods, the proposed method is light-weight and performs liveness detection from a single image 389 
(frame-level). It should be further noted that the results reported for the proposed method are 390 
obtained from a single CNN architecture, i.e. without any ensemble of deep models. Table 8 391 
summarizes the performance of the proposed method on protocol 1, 2, 3, and 4 of the OULU-NPU 392 
database against state-of-the-art hand-crafted, CNN, and hand-crafted + CNN based techniques. It 393 
can be observed that the proposed method performed better than the frame-based Baseline 394 
approach and obtained comparative performance to CPqD based technique on protocol 1. Further, 395 
the state-of-the-art deep CNN based methods utilized very deeper architectures compared to the 396 
proposed method. However, the proposed method still obtained comparative performance to these 397 
state-of-the-art techniques at the cost of reducing the computational complexity. Compared to the 398 
state-of-the-art method, our proposed method provides comparative results in the category of hand-399 
crafted + CNN based approaches. Notably, on protocol 4, our proposed algorithm performed 400 
second best after the method Auxiliary [19], while being computationally efficient.  401 

 402 

6. Discussion 403 

It is worth highlighting that we considered a relatively shallow CNN network consisting of only 404 
10 layers, including the perturbation layer, with approximately 0.1M parameters in this work, 405 
unlike many other recent state-of-the-art approaches utilizing deep networks[53], [47], [19], [64] . 406 
Our aim was to investigate the importance of the perturbation layer, with deep features and LBP 407 
features (with and without color information) as input, and its effectiveness in CNN-based face 408 
PAD in general. We believe that the performance of the proposed approach could be further 409 
improved by learning more high-level features, e.g. by incorporating the proposed deep feature in 410 
the early layer of the state-of-the-art (face PAD) frameworks. 411 

As stated in the introduction section of this work, the early feature fusion frameworks feeding the 412 
input image along with its various representations may fail to perform reliably in diverse scenarios. 413 
As an example, this is evident from the results obtained with HKBU method [54] in Table 8 (on 414 
the 4th protocol of OULU-NPU), where the authors fused hand-crafted IDA and multi-scale LBP 415 
features with deep features to learn a classifier for face PAD. The late feature fusion performed 416 
remarkably well both on frame-level and video sequence-level across all the protocols of the 417 
OULU-NPU database. However, it should be noted that results obtained from the frame-level face 418 
PAD approaches shown in Table 8 have incorporated very deep models (either single or multiple) 419 
to obtain state-of-the-art performance across all the protocols of OULU-NPU database. For 420 
example, CPqD [54] method provided the average results obtained from Inception-v3 model and 421 
the baseline (color LBP) method scores, respectively. Similarly, the MixedFASNet [54] stacked 422 
various deep CNN models, each of over 30 layers, to obtain state-of-the-art performance. On the 423 
other hand, the video sequence-level based face PAD approaches utilized one or more CNN 424 



models for face PAD detection. The state-of-the-art result has been obtained by late fusion of the 425 
features obtained from various deep models, with each model output estimating certain features of 426 
the input video sequence. For example, the Auxilary [19] models utilized the deep models to 427 
estimate the depth and rPPG signals from the input sequences to achieve state-of-the-art 428 
performance on OULU-NPU database.  429 

Compared to the aforementioned approaches, our proposed approach is unique in the sense that 430 
we utilized only single CNN architecture with the original image and its LBP features as input. 431 
The LBP features only serve as an input to the perturbation layer to learn the adaptive 432 
convolutional weights. Further, we did not construct an ensemble of models, although in practice 433 
it may improve the robustness of the proposed face PAD method in general. Our work may serve 434 
as a starting point for further exploration of adaptively engineering the deep features of the CNN 435 
models for face PAD. Although the proposed method is simple, yet we show that it can achieve 436 
significantly improved performance gain in face PAD. One drawback of the proposed method is 437 
the uncertainty in the selection of appropriate hand-crafted features to be fed to the perturbation 438 
layer. Although we showed that the feeding LBP features (extracted from the color images) to the 439 
perturbation layer could improve the performance in general face PAD, this is only a single 440 
possible solution in the pool of existing hand-crafted features.  441 

 442 

7. Conclusion and Future Work 443 

In this paper, we proposed a novel approach for face PAD by inducing the information of hand-444 
crafted features such as LBP into deep CNN models. We aimed to learn adaptive perturbative 445 
weights from a weighted combination of deep convolutional feature maps, and LBP features with 446 
and without color information, obtained from the input face image, to perturb the convolutional 447 
features maps of the candidate convolutional layer for face PAD. Our extensive experimental 448 
results showed that the proposed method strengthens the discriminative regions by introducing 449 
attention in the convolutional feature maps of the candidate convolutional layer for face PAD. 450 
Furthermore, the proposed approach obtained comparative results with the state-of-the-art in both 451 
intra-database and cross-database scenarios. In the future, we will study other hand-crafted features 452 
and their influence on various CNN configurations for face PAD. Further, we will explore novel 453 
approaches for perturbing deep features with hand-crafted features. 454 



 455 TABLE  8 Comparison of the proposed method with state-of-the-art on protocol 2, 3, and 4 of OULU NPU database 
 

Protocol 1 
Input Method APCER BPCER ACER 

Hand-crafted Baseline [54] 5.0 20.8 12.9 
GRADIANT [54] † 1.3 12.5 6.9 

 
CNN 

DeepPixBiS [64] 0.83 0 0.42 
STASN [63] † 1.2 0.8 1.0 

FaceDs[47] 1.2 1.7 1.5 
GFA-CNN [62] † 2.5 8.9 5.7 

 
Hand-crafted 

+ 
CNN 

Auxilary [19] † 1.6 1.6 1.6 
CPqD [54] 2.9 10.8 6.9 
Proposed 2.71 12.92 7.81 

HKBU [54] 13.9 5.6 9.7 
NWPU [54] 8.8 21.7 15.2 

Protocol 2 
Input Method APCER BPCER ACER 

 
Hand-crafted 

GRADIANT [54] † 3.1 1.9 2.5 
Baseline [54] 22.5 6.7 14.6 

 
 

CNN 

STASN [63] † 1.4 0.8 1.1 
GFA-CNN [62] 2.5 1.3 1.9 

FaceDs [47] 4.2 4.4 4.3 
MixedFASNet [54] 9.7 2.5 6.1 
DeepPixBiS [64] 11.39 0.56 5.97 

 
 

Hand-crafted + CNN 

Auxilary [19] † 2.7 2.7 2.7 
CPqD [54] 14.7 3.6 9.2 
HKBU [54] 13.9 5.6 9.7 
Proposed 23.75 2.5 13.13 

NWPU [54] 12.5 26.7 19.6 
Protocol 3 

 
Hand-crafted 

GRADIANT [54] † 2.6±3.9 5.0±5.3 3.8±2.4 
Baseline [54]  14.2±9.2 8.6±5.9 11.4±4.6 

 
 

CNN 

STASN [63] † 1.4±1.4 3.6±4.6 2.5±2.2 
FaceDs [47] 4.0±1.8 3.8±1.2 3.6±1.6 

GFA-CNN [62] 4.3 7.1 5.7 
MixedFASNet [54] 5.3±6.7 7.8±5.5 6.5±4.6 
DeepPixBiS [64] 11.67±19.6 10.56±14.1 11.11±9.4 

 
Hand-crafted + CNN 

Auxilary [19] † 2.7±1.3 3.1±1.7 2.9±1.5 
CPqD [54] 6.8±5.6 8.1±6.4 7.4±3.3 
Proposed 13.47±6.6 8.33±9.2 10.90±2.1 

HKBU 12.8±11.0 11.4±9.0 12.1±6.5 
NWPU [54] 3.2±2.6 33.9±10.3 18.5±4.4 

Protocol 4 
 

Hand-crafted 
GRADIANT [54] † 5.0±4.5 15.0±7.1 10.0 ±5.0 

Baseline [54] 29.2±37.5 23.3±13.3 26.3±16.9 
 
 

CNN 

MassyHNU 35.8±35.3 8.3±4.1 22.1±17.6 
STASN [63] † 0.9±1.8 4.2±5.3 2.6±2.8 
FaceDs [47] 1.2±6.3 6.1±5.1 5.6±5.7 

GFA-CNN [62] 7.4 10.4 8.9 
DeepPixBiS [64] 36.67±29.7 13.33±16.8 25.0±12.7 

 
 
 

CNN + Hand-crafted 

Auxilary [19] † 9.3±5.6 10.4±6.0 9.5±6.0 
Proposed 23.3±13.7 17.5±15.7 20.4±11.0 
CPqD [54] 32.5±37.5 11.7±12.1 22.1±20.8 
HKBU [54] 33.3±37.9 27.5±20.4 30.4±20.8 
NWPU [54] 30.8±7.4 44.2±23.3 37.5±9.4 

† Utilized video-sequence as opposed to frame-level 
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